Is optimal solution of every NP-complete or NP-hard problem determined from its characteristic for DNA-based computing?
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Abstract

Cook’s Theorem [Cormen, T.H., Leiserson, C.E., Rivest, R.L., 2001. Introduction to Algorithms, second ed., The MIT Press; Garey, M.R., Johnson, D.S., 1979. Computer and Intractability, Freeman, San Francisco, CA] is that if one algorithm for an NP-complete or an NP-hard problem will be developed, then other problems will be solved by means of reduction to that problem. Cook’s Theorem has been demonstrated to be correct in a general digital electronic computer. In this paper, we first propose a DNA algorithm for solving the vertex-cover problem. Then, we demonstrate that if the size of a reduced NP-complete or NP-hard problem is equal to or less than that of the vertex-cover problem, then the proposed algorithm can be directly used for solving the reduced NP-complete or NP-hard problem and Cook’s Theorem is correct on DNA-based computing. Otherwise, a new DNA algorithm for optimal solution of a reduced NP-complete problem or a reduced NP-hard problem should be developed from the characteristic of NP-complete problems or NP-hard problems.
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1. Introduction

Adleman wrote the first paper in which it was demonstrated that deoxyribonucleic acid (DNA) strands could be applied for figuring out solutions to an instance of the NP-complete Hamiltonian path problem (Adleman, 1994). Lipton wrote the second paper in which it was shown that the Adleman techniques could also be used to solve the NP-complete satisfiability (SAT) problem (the first NP-complete problem) (Lipton, 1995). Adleman and co-workers proposed sticker for enhancing the Adleman–Lipton model (Roweis et al., 1999).

In this paper, we use sticker to construct solution space of DNA library sequences for the vertex-cover problem. Simultaneously, we also apply DNA opera-
tions in the Adleman–Lipton model to develop a DNA algorithm. The main result of the proposed DNA algorithm shows that the vertex-cover problem is solved with biological operations in the Adleman–Lipton model from the solution space of stickers. Furthermore, if the size of a reduced NP-complete or a reduced NP-hard problem is equal to or less than that of the vertex-cover problem, then the proposed algorithm can be directly used for solving the reduced NP-complete, or NP-hard problem.

The rest of this paper is organized as follows. In Section 2, the Adleman–Lipton model is introduced and the comparison is made with other models. In Section 3, the first DNA algorithm is proposed for solving the vertex-cover problem from solution space of stickers in the Adleman–Lipton model. In Section 4, the experimental result of simulated DNA computing is also given. Conclusions are drawn in Section 5.

2. DNA model of computation

In Section 2.1, a summary of DNA structure and the Adleman–Lipton model is described in detail. In Section 2.2, the comparison of the Adleman–Lipton model with other models is also introduced.

2.1. The Adleman–Lipton model

A DNA is a molecule that plays the main role in DNA based computing (Paun et al., 1998). In the biochemical world of large and small molecules, polymers and monomers, DNA is a polymer, which is strongly together from monomers called deoxyribonucleotides. The monomers used for the construction of DNA are deoxyribonucleotides which each deoxyribonucleotide containing three components: a sugar, a phosphate group and a nitrogenous base. This sugar has five carbon atoms—for the sake of reference there is a fixed numbering of them. Because the base also has carbons, to avoid confusion the carbons of the sugar are numbered from 1′ to 5′ (rather than from 1 to 5). The phosphate group is attached to the 5′ carbon, and the base is attached to the 1′ carbon. Within the sugar structure there is a hydroxyl group attached to the 3′ carbon.

Distinct nucleotides are detected only with their bases, which come in two sorts: purines and pyrimidines (Sinden, 1994; Paun et al., 1998). Purines include adenine and guanine, abbreviated A and G. Pyrimidines contain cytosine and thymine, abbreviated C and T. Because nucleotides are only distinguished from their bases, they are simply represented as A, G, C, or T nucleotides, depending upon the sort of base that they have. The structure of a nucleotide is illustrated (in a very simplified way) in Fig. 1. In Fig. 1, B is one of the four possible bases (A, G, C, or T), P is the phosphate group and the rest (the “stick”) is the sugar base (with its carbons enumerated 1′ through 5′).

Nucleotides can link together in two different ways (Sinden, 1994; Boneh et al., 1996; Paun et al., 1998). The first method is that the 5′-phosphate group of one nucleotide is joined with 3′-hydroxyl group of the other forming a phosphodiester bond. The resulting molecule has the 5′-phosphate group of one nucleotide, denoted as 5′ end, and the 3′-OH group of the other nucleotide available, denoted as 3′ end, for bonding. This gives the molecule the directionality, and we can talk about the direction of 5′ end to 3′ end or 3′ end to 5′ end.

The second way is that the base of one nucleotide interacts with the base of the other to form a hydrogen bond. This pairing principle is called the Watson–Crick complementarity (named after James D. Watson and Francis H.C. Crick who deduced the famous double helix structure of DNA in 1953, and won the Nobel Prize for the discovery). A DNA strand is essentially a sequence (polymer) of four types of nucleotides detected by one of four bases they contain. Two strands of DNA can form (under appropriate conditions) a double strand, if the respective bases are the Watson–Crick complements of each other—A matches T and C matches G; also 3′ end matches 5′ end. The length of a single stranded DNA is the number of nucleotides comprising the single strand. Thus, if a single stranded DNA includes 20 nucleotides, then we say that it is a 20 mer (it is a polymer containing 20 monomers). The length of a double stranded DNA (where each nucleotide is base paired) is...
counted in the number of base pairs. Thus, if we make a double stranded DNA from a single stranded 20 mer, then the length of the double stranded DNA is 20 base pairs, also written 20 bp (for more discussion of the relevant biological background refer to Sinden, 1994; Boneh et al., 1996; Paun et al., 1998).

In the Adleman–Lipton model (Adleman, 1994; Lipton, 1995), splints were used to correspond to the edges of a particular graph the paths of which represented all possible binary numbers. As it stands, their construction indiscriminately builds all splints that lead to a complete graph. This is to say that hybridization has higher probabilities of errors. Hence, Adleman et al. (Roweis et al., 1999) proposed the sticker-based model, which was an abstract model of molecular computing based on DNAs with a random access memory and a new form of encoding the information, to enhance the Adleman–Lipton model.

The DNA operations in the Adleman–Lipton model are described below (Adleman, 1994; Lipton, 1995; Boneh et al., 1996; Adleman, 1996). These operations will be used for figuring out solutions of the vertex-cover problem.

**The Adleman–Lipton model**

A (test) tube is a set of molecules of DNA (i.e., a multi-set of finite strings over the alphabet {A, C, G, T}). Given a tube, one can perform the following operations:

1. **Extract.** Given a tube \( P \) and a short single strand of DNA, \( S \), produce two tubes \( + ( P, S ) \) and \( − ( P, S ) \), where \( + ( P, S ) \) is all of the molecules of DNA in \( P \), which contain the strand \( S \) as a sub-strand and \( − ( P, S ) \) is all of the molecules of DNA in \( P \), which do not contain the short strand \( S \).

2. **Merge.** Given two tubes \( P_1 \) and \( P_2 \), yield \( \times ( P_1, P_2 ) \), where \( \times ( P_1, P_2 ) = P_1 \cup P_2 \). This operation is to pour two tubes into one, with no change of the individual strands.

3. **Detect.** Given a tube \( P \), say ‘yes’ if \( P \) includes at least one DNA molecule, and say ‘no’ if it contains none.

4. **Discard.** Given a tube \( P \), the operation will discard the tube \( P \).

5. **Read.** Given a tube \( P \), the operation is used to describe a single molecule, which is contained in the tube \( P \). Even if \( P \) contains many different molecules each encoding a different set of bases, the operation can give an explicit description of exactly one of them.

**2.2 Other related work and comparison with the Adleman–Lipton model**

Based on solution space of splint in the Adleman–Lipton model, their methods (Narayanan and Zorbala, 1998; Chang and Guo, 2002a, 2002b, 2002c, 2002d) could be applied towards solving the traveling salesman problem, the dominating-set problem, the clique problem, the independent-set problem, the 3-dimensional matching problem and the set-packing problem. Those methods for the problems show exponentially increasing volumes of DNA and linearly increasing time. LaBean et al. (2000) proposed an \( n \log^2 n \) volume, \( O(n^2 + m^2) \) time molecular algorithm for the 3-coloring problem and a \( 1.51^n \) volume, \( O(n^2 m^2) \) time molecular algorithm for the independent set problem, where \( n \) and \( m \) are, subsequently, the number of vertices and the number of edges in the problems resolved. Fu (1997) presented a polynomial-time algorithm with a \( 1.497^n \) volume for the 3-SAT problem, a polynomial-time algorithm with a \( 1.345^n \) volume for the 3-coloring problem and a polynomial-time algorithm with a \( 1.229^n \) volume for the independent set. Though the size of those volumes (Fu, 1997; LaBean et al., 2000) is lower, constructing those volumes is more difficult and the time complexity to the methods is very higher.

Quyang et al. (1997) showed that restriction enzymes could be used to solve the NP-complete clique problem. The maximum number of vertices that they can process is limited to 27 because the size of the pool with the size of the problem exponentially increases (Quyang et al., 1997). Shin et al. (1999) presented an encoding scheme for decreasing error rate in hybridization. The method (Shin et al., 1999) could be employed towards ascertaining the traveling salesman problem for representing integer and real values with fixed-length codes. Arta et al. (1997) and Morimoto et al. (1999), respectively, proposed new molecular experimental techniques and a solid-phase method to find a Hamiltonian path. Amos (1997) proposed parallel filtering model for resolving the Hamiltonian path problem, the sub-graph isomorphism problem, the 3-
vertex-colorability problem, the clique problem and the independent-set problem. Those methods (Arita et al., 1997; Morimoto et al., 1999; Amos, 1997) have lower error rate in real molecular experiments.

In the literature (Reif et al., 2000; LaBean et al., 2000; LaBean and Reif, 2001), the methods for DNA-based computing by self-assembly require to use DNA nanostructures, called tiles, that have efficient chemistries, expressive computational power, and convenient input and output (I/O) mechanisms. DNA tiles have very lower error rate in self-assembly. Garzon and Deaton (1999) introduced a review of the most important advances in molecular computing.

3.1. Definition of the vertex-cover problem

Mathematically, a graph \( G = (V, E) \) is a set of vertices \( V \) and edges \( E \). Let \( V = \{v_1, \ldots, v_n\} \) be a set of \( n \) vertices and \( E = \{(v_i, v_j)\} \) be a set of \( m \) edges in \( G \). The vertex-cover problem is to find a minimum-size vertex cover from \( G \). The problem has been shown to be an NP-complete problem (Garey and Johnson, 1979).

The graph in Fig. 2 denotes such a problem. In Fig. 2, the graph \( G \) contains three vertices and two edges. The minimum-size vertex cover for \( G \) is \( \{v_1\} \). Hence, the size of the vertex-cover problem in Fig. 2 is one. It is indicated from (Garey and Johnson, 1979) that finding a minimum-size vertex cover is an NP-complete problem, and it can be formulated as a search problem.

3.2. Using sticker for constructing solution space of DNA sequence for the vertex-cover problem

The first step in the Adleman-Lipton model is to yield solution space of DNA sequences for those problems solved. Next, basic biological operations are used to remove illegal solution and find legal solution from solution space. Thus, the first step of solving the vertex-cover problem is to generate a test tube, which includes all of the possible vertex covers. Assume that an \( n \)-digit binary number corresponds to each possible vertex cover to any \( n \)-vertex graph, \( G \). Also suppose that \( V^d \) is a vertex cover for \( G \). If the \( i \)th bit in an \( n \)-digit binary number is set to 1, then it represents that the corresponding vertex is in \( V^d \). If the \( i \)th bit in an \( n \)-digit binary number is set to 0, then it represents that the corresponding vertex is out of \( V^d \).

By this way, all of the possible vertex covers in \( G \) are transformed into an ensemble of all \( n \)-digit binary numbers. Hence, with the way above, Table 1 denotes the solution space for the graph in Fig. 2. The binary number 001 in Table 1 represents that the corresponding vertex cover is empty. The binary numbers 010 and 011 in Table 1 represent that those corresponding vertex covers, subse-
It is pointed out from Roweis et al. (1999) and Braich et al. (1999) that errors in the separation of the library strands are errors in the computation. Sequences must be designed to ensure that library strands have little secondary structure that might inhibit intended probe-library hybridization. The design must also exclude sequences that might encourage unintended probe-library hybridization. To help achieve these goals, sequences were computer-generated to satisfy the following constraint (Braich et al., 1999):

1. Library sequences contain only As, Ts and Cs.
2. All library and probe sequences have no occurrence of 5 or more consecutive identical nucleotides; i.e., no runs of more than 4 A’s, 4 T’s, 4 C’s or 4 G’s occur in any library or probe sequences.
3. Every probe sequence has at least four mismatches with all 15 base alignment of any library sequence (except for with its matching value sequence).
4. Every 15 base subsequence of a library sequence has at least four mismatches with all 15 base alignment of itself or any other library sequence.
5. No probe sequence has a run of more than seven matches with any eight base alignment of any library sequence (except for with its matching value sequence).
6. No library sequence has a run of more than seven matches with any eight base alignment of itself or any other library sequence.
7. Every probe sequence has 4, 5 or 6 Gs in its sequence.

Constraint (1) is motivated by the assumption that library strands composed only of As, Ts and Cs will have less secondary structure than those composed of As, Ts, Cs and Gs (Kalim, 1998). Constraint (2) is motivated by two assumptions: first, that long homopolymer tracts may have unusual secondary structure and second, that the melting temperatures of probe-library hybrids will be more uniform if none of the probe-library hybrids involve long homopolymer tracts. Constraints (3) and (5) are intended to ensure that probes bind only weakly where they are not intended to bind. Constraints (4) and (6) are intended to ensure that library strands have a low affinity for themselves. Constraint (7) is intended to ensure that intended probe-library pairings have uniform melting temperatures.

Table 1

<table>
<thead>
<tr>
<th>3-digit binary number</th>
<th>The corresponding vertex-cover</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>Ø</td>
</tr>
<tr>
<td>001</td>
<td>{v_3}</td>
</tr>
<tr>
<td>010</td>
<td>{v_2}</td>
</tr>
<tr>
<td>011</td>
<td>{v_2, v_3}</td>
</tr>
<tr>
<td>100</td>
<td>{v_1}</td>
</tr>
<tr>
<td>101</td>
<td>{v_1, v_3}</td>
</tr>
<tr>
<td>110</td>
<td>{v_1, v_2}</td>
</tr>
<tr>
<td>111</td>
<td>{v_1, v_2, v_3}</td>
</tr>
</tbody>
</table>
The Adleman program (Bratich et al., 1999) is modified for generating those DNA sequences to satisfy the constraints above. For example, for representing the vertices in the graph in Fig. 2, the DNA sequences generated are:

- $x_1 = $ AAAACTCACCTCCT;
- $x_2 = $ TCTAATATAATTACT;
- $x_3 = $ ATCTAATCCTAATCTC;
- $x_1 = $ TTTCAA TAACACCTC;
- $x_3 = $ A TTCTAACTCTACCT;
- $x_2 = $ TCTAA TA TAA TTACT;
- $x_1 = $ AAAACTCACCCTCCT;
- $x_2 = $ AACA TACCCCTAA TC.

Therefore, for every possible vertex cover to the graph in Fig. 2, the corresponding library strand is synthesized with the same technique. Similarly, for any n-vertex graph, all of the library strands for representing every possible vertex cover could be also synthesized with the same technique.

3.3. The DNA algorithm for solving the vertex-cover problem

The following DNA algorithm is proposed to solve the vertex-cover problem:

**Algorithm 1.** Solving the vertex-cover problem.

1. Input ($T_0$), where the tube $T_0$ includes solution space of DNA sequences to encode all of the possible vertex covers for any n-vertex graph, $G$, with those techniques mentioned in Section 3.2.
2. For $k = 1$ to $m$, where $m$ is the number of edges in $G$.
   - Assume that $e_k$ is $(v_i, v_j)$, where $e_k$ is one edge in $G$ and $v_i$ and $v_j$ are vertices in $G$. Also suppose that bits $x_i$ and $x_j$ respectively, represent $v_i$ and $v_j$.
     - (a) $\theta^1 = (+(T_k, x_i))$ and $\theta = -(T_k, x_i)$.
     - (b) $\theta^2 = (+(\theta, x_j))$ and $\theta^3 = -(\theta, x_j)$.
     - (c) $T_0 = \lambda(\theta^1, \theta^2)$
   - EndFor
3. For $i = 0$ to $n - 1$
   - For $j = i$ down to 0
     - (a) $T_{j+1}^\text{ON} = +(T_j, x_{i+1})$ and $T_j = -(T_i, x_{i+1})$.
     - (b) $T_{j+1} = +(T_{j+1}, T_{j+1}^\text{ON})$.
   - EndIf
4. For $k = 1$ to $n$
   - (a) If (detect ($T_k$) = ‘yes’) then
     - (b) Read ($T_k$) and terminate the algorithm.
   - EndIf
5. EndFor

**Theorem 3.1.** From those steps in Algorithm 1, the vertex-cover problem for any n-vertex graph $G$ can be solved.

**Proof 1.** In Step 1, a test tube of DNA strands that encode all $2^n$ possible input bit sequences $x_0, \ldots, x_n$ is generated. It is very clear that the test tube includes all $2^n$ possible vertex covers for any n-vertex graph, $G$.

From the definition of vertex cover (Cormen et al., 2001; Garey and Johnson, 1979), Step 2(a) applies “extraction” operation from the tube $T_0$ to form two test tubes: $\theta^1$ and $\theta$. The first tube $\theta^1$ contains all of the strands that have $x_i = 1$. The second tube $\theta$ consists of all of the strands that have $x_i = 0$. It is very clear from the definition of vertex cover that the tube $\theta$ represents those sets which do not include the vertex $v_i$. Next, Step 2(b) uses “extraction” operation from the tube $\theta$ to form two new test tubes: $\theta^2$ and $\theta^3$. The test tube $\theta^2$ includes all of the strands that have $x_i = 0$ and $x_j = 1$. The test tube $\theta^3$ consists of all of the strands that have $x_i = 0$ and $x_j = 0$. It is indicated from the definition of vertex cover that the tubes $\theta^1$ and $\theta^2$ contain the strands, which satisfy the definition of vertex cover. Therefore, Step 2(c) applies “merge” operation to pour the tubes $\theta^1$ and $\theta^2$ into the tube $T_0$. After Steps 2(a)–2(c) are repeated to execute $m$ times, the tube $T_0$ includes the strands, which represent those legal vertex covers.

When each time of the outer loop in Step 3 is executed, the number of execution for the inner loop is $(i + 1)$ times. The first time of the outer loop is executed, the inner loop is only executed one time. Therefore, Step 3(a) and 3(b) will also be executed one time. Step 3a uses “extraction” operation to form two test tubes: $T_1^\text{ON}$ and $T_0$. The first tube $T_1^\text{ON}$ contains all of the strands that have $x_1 = 1$. The second tube $T_0$ consists of all of the strands that have $x_1 = 0$. That is to say that
the first tube encodes every vertex cover including the first vertex and the second tube represents every vertex cover not including the first vertex. Hence, Step 3(b) applies “merge” operation to pour the tube $T'_1$ into the tube $T_0$. After repeat to execute Steps 3(a) and 3(b), it finally produces $n$ new tubes. The tube $T_k$ for $n \geq k \geq 1$ encodes those vertex covers that contain $k$ vertices. Because the vertex-cover problem is to find a minimum-size vertex-cover, the tube $T_0$ first is detected with “detection” operation in Step 4(a). If it returns “yes”, then the tube $T_1$ contains those vertex covers, which size is minimum. Therefore, Step 4(b) uses “read” operation to describe sequence of a molecular in the tube $T_1$ and the algorithm is terminated. Otherwise, repeat to execute Step 4(a) until a minimum-size vertex cover is found in the tube detected.

The graph in Fig. 1 is used to show the power of Algorithm 1. It is pointed out from Step 1 in Algorithm 1 that the tube $T_0$ is filled with eight library stands with the techniques mentioned in Section 3.2, representing eight possible vertex covers for the graph in Fig. 1. All of the edges in the graph in Fig. 1 are $(v_1, v_2)$ and $(v_1, v_3)$. So, the number of execution to Steps 2(a)-2(c) in Algorithm 1 is two times. From the first execution of Step 2a in Algorithm 1, two tubes are generated. The first tube, $\theta^1$, includes those vertex covers: $\{v_1\}, \{v_2, v_1\}, \{v_3, v_1\}$ and $\{v_1, v_2, v_1\}$ and the second tube, $\theta^2$, also contains those vertex covers: $\emptyset$, $\{v_2\}, \{v_1\}$ and $\{v_3, v_2\}$. Next, from the first execution of Step 2(b) in Algorithm 1, two tubes are yielded. The first tube, $\theta^3$, includes those vertex covers: $\emptyset$, $\{v_2\}$ and $\{v_3, v_2\}$ and the second tube, $\theta^4$, also contains those vertex covers: $\emptyset$ and $\{v_3\}$. The tubes, $\theta^1$ and $\theta^2$, consist of the strands which satisfy the definition of vertex cover. Hence, Step 2c of Algorithm 1 pours the tube $\theta^1$ and $\theta^2$ into the tube $T_0$. Therefore, the tube $T_0$ now includes those vertex covers: $\{v_1\}, \{v_2, v_1\}, \{v_3, v_1\}, \{v_1, v_2, v_1\}, \{v_2\}$ and $\{v_3, v_2\}$. The same processing can be applied to deal with other edge $(v_1, v_1)$. After every edge is processed, the remaining strands in the tube $T_0$ represent the legal vertex covers. That is to say that the tube $T_0$ contains those vertex covers: $\{v_1\}, \{v_2, v_1\}, \{v_3, v_1\}, \{v_1, v_2, v_1\}$ and $\{v_3, v_2\}$. Because the number of vertex in the graph in Fig. 1 is three, the number of execution to the outer loop in Step 3 in Algorithm 1 is three times. The number of execution to the inner loop in Step 3 in Algorithm 1 is dependent on the value of the loop variable in the outer loop.

The following theorems describe time complexity of

Algorithm 1, volume complexity of solution space in Algorithm 1, the number of the tube used in Algorithm 1 and the longest library strand in solution space in Algorithm 1.

**Theorem 3.2.** The vertex-cover problem for any undirected $n$-vertex graph $G$ with $m$ edges can be solved with $O(n^2)$ biological operations in the Adleman–Lipton model, where $n$ is the number of vertices in $G$ and $m$ is at most equal to $(n(n-1)/2)$.

**Proof 2.** Algorithm 1 can be applied for solving the vertex-cover problem for any undirected $n$-vertex graph $G$. Algorithm 1 includes three main steps. Step 2 is mainly used to determine legal vertex covers and to remove illegal vertex covers from all of the $2^n$ possible library strands. From Algorithm 1, it is very obvious that Steps 2(a) and 2(b) take $2 \times m$ “extraction” operations and Step 2(c) takes $m$ “merge” operations. Step 3 is mainly applied to figure out the number of element in every legal vertex cover. It is indicated from Algorithm 1 that Step 3(a) takes $(n(n−1)/2)$ “extraction” operations and Step 3(b) takes $(n(n−1)/2)$ “merge” operations. Step 4 is used to find a minimum-size vertex cover from legal vertex cover. It is pointed out from Algorithm 1 that Step 4(a) at most takes $n$ “detection” operations and Step 4(b) takes one “read” operation. Hence, from the statements mentioned above, it is at once inferred that the time complexity of Algorithm 1...
is O(n²) biological operations in the Adleman–Lipton model.

**Theorem 3.3.** The vertex-cover problem for any undirected n-vertices graph G with m edges can be solved with sticker to construct O(2^n) strands in the Adleman–Lipton model, where n is the number of vertices in G.

**Proof 3.** Refer to Theorem 3.2. □

**Theorem 3.4.** The vertex-cover problem for any undirected n-vertices graph G with m edges can be solved with O(n) tubes in the Adleman–Lipton model, where n is the number of vertices in G.

**Proof 4.** Refer to Theorem 3.2. □

**Theorem 3.5.** The vertex-cover problem for any undirected n-vertices graph G with m edges can be solved with the longest library strand, O(15 × n), in the Adleman–Lipton model, where n is the number of vertices in G.

**Proof 5.** Refer to Theorem 3.2. □

### 3.5. Range of application to Cook’s Theorem in DNA computing

Cook’s Theorem (Cormen et al., 2001; Garey and Johnson, 1979) is that if one algorithm for one NP-complete problem is developed, then other problems will be solved by means of reduction to that problem. Cook’s Theorem has been demonstrated to be correct in a general electronic computer. Assume that a collection C is \{c_1, c_2, \ldots, c_m\} of clauses on a finite set U of variables, \{u_1, u_2, \ldots, u_n\}, such that \(\neg c_m\) is equal to 3 for 1 \(\leq x \leq m\). The 3-satisfiability problem (3-SAT) is to find whether there is a truth assignment for U that satisfies all of the clauses in C. The simple structure for the 3-SAT problem makes it one of the most widely used problems for other NP-completeness results (Cormen et al., 2003). The following theorems are used to describe the range of application for Cook’s Theorem in molecular computing.

**Theorem 3.6.** Assume that any other NP-complete problems or any other NP-hard problems can be reduced to the vertex-cover problem with a polynomial time algorithm in a general electronic computer.

If the size of a reduced NP-complete problem or a reduced NP-hard problem is not equal to or less than that of the vertex-cover problem, then a new DNA algorithm for optimal solution of the reduced NP-complete problem or the reduced NP-hard problem should be developed from the characteristic of NP-complete problems or NP-hard problems.

**Proof 6.** We transform the 3-SAT problem to the vertex-cover problem with a polynomial time algorithm (Cormen et al., 2001). Suppose that U is \{u_1, u_2, \ldots, u_m\} and C is \{c_1, c_2, \ldots, c_m\}. U and C are any instance for the 3-SAT problem. We construct a graph G = (V, E) and a positive integer K ≤ |V| such that G has a vertex cover of size K or less if and only if C is satisfiable.

For each variable \(u_i\) in U, there is a truth-setting component \(T_i = (V_i, E_i)\), with \(V_i = \{u_i, a_i^+\}\) and \(E_i = \{\{u_i, a_i^+\}\}\), that is, two vertices joined by a single edge. Note that any vertex cover will have to contain at least one of \(u_i\) and \(a_i^+\) in order to cover the single edge in \(E_i\). For each clause \(c_j\) in C, there is a satisfaction testing component \(S_j = (V_j, E_j)\), consisting of three vertices and three edges joining them to form a triangle:

\[
V_j = \{a_1(j), a_2(j), a_3(j)\}
\]

\[
E_j = \{\{a_1(j), a_2(j)\}, \{a_1(j), a_3(j)\}, \{a_2(j), a_3(j)\}\}
\]

Note that any vertex cover will have to contain at least two vertices from \(V_j\) in order to cover the edges in \(E_j\). The only part of the construction that depends on which literals occur in which clauses is the collection of communication edges. These are best viewed from the viewpoint of the satisfaction testing components. For each clause \(c_j\) in C, assume that the three literals in \(c_j\) is denoted as \(x_j, y_j\), and \(z_j\). Then the communication edges emanating from \(S_j\) are given by:

\[
E_{j}^2 = \{\{a_1(j), x_j\}, \{a_2(j), y_j\}, \{a_3(j), z_j\}\}
\]

The construction of our instance to the vertex-cover problem is completed by setting \(K = n + 2M\) and \(G = (V, E)\), where

\[
V = \bigcup_{i=1}^n V_i \cup \bigcup_{j=1}^m V_j
\]
and

\[ E = \bigcup_{i=1}^{n} E_i \bigcup_{j=1}^{m} E_j \bigcup_{k=1}^{n} E_k. \]

Therefore, the number of vertex and the number of edge in \( G \) are, respectively, \((2n + (3 \times m))\) and \((n + (6 \times m))\). This implies that Algorithm 1 is used to solve the reduced 3-SAT problem, then it will take \( O(4 \times n^2 + 12 \times m \times n + 9 \times n^2) \) biological operations with \( O(2^{2n+m}) \) DNA strands. However, from the characteristic of the 3-SAT problem, Lipton’s algorithm will only take \( O(m) \) biological operations with \( O(2^n) \) DNA strands. Therefore, it is inferred that if the size of a reduced NP-complete problem or a reduced NP-hard problem is not equal to or less than that of the vertex-cover problem, then a new DNA algorithm for optimal solution of the reduced NP-complete problem or the reduced NP-hard problem should be developed from the characteristic of NP-complete problems or NP-hard problems. From Theorem 3.3–3.6, if the size of a reduced NP-complete problem or a reduced NP-hard problem is equal to or less than that of the vertex-cover problem, then Algorithm 1 can be directly used for solving the reduced NP-complete or the reduced NP-hard problem. Otherwise, a new DNA algorithm for optimal solution of a reduced NP-complete problem or a reduced NP-hard problem should be developed according to the characteristic of NP-complete or NP-hard problems.

4. Experimental results of simulated DNA computing

We finished the modification of the Adleman program (Brach et al., 1999). This modified program is applied to generate DNA sequences for solving the vertex-cover problem. Because the source code of the two functions srand48() and drand48() was not found in the original Adleman program, we use the standard functions srand() in C++ builder 6.0 to replace the function srand48() and added the source code to the function drand48(). We also added subroutines to the Adleman program for simulating biological operations in the Adleman–Lipton model in Section 2. We add subroutines to the Adleman program to simulate Algorithm 1 in Section 3.3.

The Adleman program is used for constructing each 15-base DNA sequence for each bit of the library. For each bit, the program is applied for generating two 15-base random sequences (for 1 and 0) and checking to see if the library strands satisfy the seven constraints in Section 3.2 with the new DNA sequences added. If the constraints are satisfied, the new DNA sequences are greedily accepted. If the constraints are not satisfied then mutations are introduced one by one into the new block until either (A) the constraints are satisfied and the new DNA sequences are then accepted or (B) a threshold for the number of mutations is exceeded and the program has failed and then it exits, printing the sequence found so far. If n-bits that satisfy the constraints are found then the program has succeeded and it outputs these sequences.

Consider the graph in Fig. 2. The graph includes three vertices: \( v_1, v_2 \) and \( v_3 \). DNA sequences generated by the Adleman program modified were shown in Table 2. This program, respectively, took one mutation, one mutation and 10 mutations to make new DNA sequences. With the nearest neighbor parameters, the Adleman program was used to calculate the enthalpy, entropy and free energy for the binding of each probe to its corresponding region on a library strand. The energy was shown in Table 3. Only G really matters to the energy of each bit. For example, the

<table>
<thead>
<tr>
<th>Vertex</th>
<th>DNA sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>v1</td>
<td>5’-ATICTAATCTACCT-3’</td>
</tr>
<tr>
<td>v2</td>
<td>5’-ACACTACCTCTCTC-3’</td>
</tr>
<tr>
<td>v3</td>
<td>5’-TTTAACACACCTC-3’</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vertex</th>
<th>Entropy energy (H)</th>
<th>Entropy energy (S)</th>
<th>Free energy (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>v1</td>
<td>105.2</td>
<td>277.1</td>
<td>22.4</td>
</tr>
<tr>
<td>v2</td>
<td>104.8</td>
<td>283.7</td>
<td>19.9</td>
</tr>
<tr>
<td>v3</td>
<td>113.7</td>
<td>288.7</td>
<td>27.5</td>
</tr>
<tr>
<td>v4</td>
<td>112.6</td>
<td>291.2</td>
<td>25.6</td>
</tr>
<tr>
<td>v5</td>
<td>107.8</td>
<td>283.5</td>
<td>23</td>
</tr>
<tr>
<td>v6</td>
<td>105.6</td>
<td>271.6</td>
<td>24.3</td>
</tr>
</tbody>
</table>

Table 2
Sequences chosen to represent the vertices in the graph in Fig. 2

Table 3
The energy for the binding of each probe to its corresponding region on a library strand
Table 4
DNA sequences chosen represent all possible vertex covers

<table>
<thead>
<tr>
<th>DNA sequence</th>
<th>5′-A TTCTAACTCTACCTTCTAA TA TAA TTACTAAAACTCACCCTCCT-3′</th>
<th>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5′-A TTCTAACTCTACCTA TTCACTTCTTTAA TAAAACTCACCCTCCT-3′</td>
<td>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</td>
</tr>
<tr>
<td></td>
<td>5′-AACA TACCCCTAA TCA TTCACTTCTTTAA TAAAACTCACCCTCCT-3′</td>
<td>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</td>
</tr>
<tr>
<td></td>
<td>5′-AACA TACCCCTAA TCTCTAA TA TAA TTACTAAAACTCACCCTCCT-3′</td>
<td>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</td>
</tr>
<tr>
<td></td>
<td>5′-AACA TACCCCTAA TCTCTAA TA TAA TTACTTTTCAA TAACACCTC-3′</td>
<td>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</td>
</tr>
</tbody>
</table>

The program simulated a mix-and-split combinatorial synthesis technique (Cukras et al., 1998) to synthesize the library strand to every possible vertex cover. Those library strands are shown in Table 4, and represent eight possible vertex covers: Ø, {v1}, {v2}, {v3}, {v1, v2}, {v3, v1}, {v3, v2} and {v3, v2, v1}, respectively. The program is also applied to figure out the average and standard deviation for the enthalpy, entropy and free energy over all probe/library strand interactions. The energy is shown in Table 5. The standard deviation for delta G is small because this is partially enforced by the constraint that there are 4, 5 or 6 Gs in the probe sequences.

The Adleman program is employed for computing the distribution of the types of potential mishybridizations. The distribution of the types of potential mishybridizations is the absolute frequency of a probe-strand match of length k from 0 to the bit length 15 (for DNA sequences) where probes are not supposed to match the strands. The distribution is, subsequently, 106, 152, 183, 215, 216, 225, 137, 94, 46, 13, 4, 1, 0, 0, 0 and 0. It is pointed out from the last four zeros that there are 0 occurrences where a probe matches a strand at 12, 13, 14 or 15 places. This shows that the third constraint in Section 3.2 has been satisfied. Clearly, the number of matches peaks at 5 (225). That is to say that there are 225 occurrences where a probe matches a strand at 5 places.

The results for simulation of Step 2–4 were, respectively, shown in Tables 6–10. From the tube T1, the answer was found to be {v1}.

Table 5
The energy over all probe/library strand interactions

<table>
<thead>
<tr>
<th></th>
<th>Enthalpy energy (H)</th>
<th>Entropy energy (S)</th>
<th>Free energy (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>108.285</td>
<td>282.833</td>
<td>23.783</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>5.8365</td>
<td>6.63867</td>
<td>2.41481</td>
</tr>
</tbody>
</table>

Table 6
DNA sequences generated by Step 2 represent legal vertex covers

<table>
<thead>
<tr>
<th>DNA sequence</th>
<th>5′-A TTCTAACTCTACCTTCTAA TA TAA TTACTAAAACTCACCCTCCT-3′</th>
<th>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5′-A TTCTAACTCTACCTA TTCACTTCTTTAA TAAAACTCACCCTCCT-3′</td>
<td>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</td>
</tr>
<tr>
<td></td>
<td>5′-AACA TACCCCTAA TCTCTAA TA TAA TTACTAAAACTCACCCTCCT-3′</td>
<td>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</td>
</tr>
<tr>
<td></td>
<td>5′-AACA TACCCCTAA TCA TTCACTTCTTTAA TAAAACTCACCCTCCT-3′</td>
<td>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</td>
</tr>
<tr>
<td></td>
<td>5′-AACA TACCCCTAA TCTCTAA TA TAA TTACTTTTCAA TAACACCTC-3′</td>
<td>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</td>
</tr>
<tr>
<td></td>
<td>5′-AACA TACCCCTAA TCTCTAA TA TAA TTACTAAAACTCACCCTCCT-3′</td>
<td>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</td>
</tr>
</tbody>
</table>

Table 7
DNA sequence generated by Step 3 represents that vertex cover only containing one vertex

<table>
<thead>
<tr>
<th>DNA sequence</th>
<th>5′-A TTCTAACTCTACCTTCTAA TA TAA TTACTAAAACTCACCCTCCT-3′</th>
<th>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5′-A TTCTAACTCTACCTTCTAA TA TAA TTACTAAAACTCACCCTCCT-3′</td>
<td>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</td>
</tr>
<tr>
<td></td>
<td>5′-A ACA TACCCCTAA TCTCTAA TA TAA TTACTAAAACTCACCCTCCT-3′</td>
<td>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</td>
</tr>
<tr>
<td></td>
<td>5′-AACA TACCCCTAA TCA TTCACTTCTTTAA TAAAACTCACCCTCCT-3′</td>
<td>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</td>
</tr>
<tr>
<td></td>
<td>5′-AACA TACCCCTAA TCTCTAA TA TAA TTACTAAAACTCACCCTCCT-3′</td>
<td>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</td>
</tr>
<tr>
<td></td>
<td>5′-AACA TACCCCTAA TCTCTAA TA TAA TTACTAAAACTCACCCTCCT-3′</td>
<td>5′-TAAGATTTGAGATGAAAGATATTAATTAATGATTGTGGT-5′</td>
</tr>
</tbody>
</table>

delta G for the probe binding a ‘1’ in the first bit is, thus, estimated to be 23.7 kcal/mol and the delta G for the probe binding a ‘0’ is estimated to be 27.5 kcal/mol.
5. Conclusions

Cook’s Theorem is that if one algorithm for an NP-complete or an NP-hard problem will be developed, then other problems will be solved by means of reduction to that problem. Cook’s Theorem has been demonstrated to be right in a general digit electronic computer. In this paper, we showed that, from Theorem 3.3 to 3.6, if the size of a reduced NP-complete problem is equal to or less than that of the vertex-cover problem, then Cook’s Theorem is right in molecular computing. Otherwise, a new DNA algorithm for optimal solution of a reduced NP-complete problem or a reduced NP-hard problem should be developed from the characteristic of NP-complete problems or NP-hard problems.

Chang and Guo (2002b, 2002d) applied splints to constructing solution space of DNA sequence for solving the vertex-cover problem in the Adleman–Lipton. This causes that hybridization has higher probabilities for errors. Adleman and co-workers (Roweis et al., 1999) proposed sticker to decrease probabilities of errors to hybridization in the Adleman–Lipton. The main result of the proposed algorithms shows that the vertex-cover problem is solved with biological operations in the Adleman–Lipton model from solution space of sticker. Furthermore, this work represents clear evidence for the ability of DNA based computing to solve NP-complete problems.

Currently, there still are lots of NP-complete problems not to be solved because it is very difficult to use basic biological operations for replacing mathematical operations. We are not sure whether molecular computing can be applied for dealing with every NP-complete problem. Therefore, in the future, our main work is to solve other unsolved NP-complete problems with the Adleman–Lipton model and the sticker model, or develop a new model.
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